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Computer simulations via the molecular dynamics method have been carried out to investigate the thermodynamic and structural 

properties of penetrable-sphere interaction systems over the wide ranges of the packing fraction, , and the repulsive energy 

parameter, . The resulting molecular dynamics simulation data for the configurational energy, the compressibility factor and the 
contact value of the radial distribution function are used to assess the applicabilities of various theoretical predictions available in the 
literature including high- and low-penetrability approximations. A reasonable agreement between theoretical and simulation results is 

found in the cases of low and moderately repulsive systems (  1.0). However, for dense systems of  0.6 with the highly 
repulsive energy barrier of  = 3.0, a poor agreement is observed due to the metastable static effects of cluster-forming structures 
in the phase transition state. 

 
 

INTRODUCTION∗ 

During the last couple of decades much 
progress has been made in our understanding of 
thermodynamic and related structural properties of 
soft-condensed matter including colloids, polymers, 
foams, gels, granular materials, and a number of 
biological materials. The effective model potentials 
can be of various nature,1 and the different 
minimal model has to be considered accounting for 
the boundness of repulsive interactions in such 
soft-condensed systems. One of simplest model 
systems in this approach is the so-called 
penetrable-sphere (PS) model system, in which 
two overlapping spheres can penetrate each other 
with the finite repulsive energy parameter. This 
bounded PS potential has been the subject of 
several theoretical and simulation studies.2-11 More 
                                                      
∗  
 

recently, the PS model potential has been extended 
to include a short-range attractive tail.12-14  

Reliable and unambiguous results, in turn, have 
become increasingly necessary to eliminate any 
underlying uncertainties involved in theoretical 
approximations. The classical integral equation 
theories15 do not describe satisfactorily well the 
structure of the PS fluid, especially inside the 
overlapping core-region for low temperatures. 
From this theoretical point of view, the PS model 
can be used as a stringent benchmark to test 
alternative statistical thermodynamic approximations, 
and the derivation of exact properties provides an 
invaluable tool. From the experimental point of 
view, on the other hand, the present level of 
modeling, particularly under the meso- or 
macroscopic continuum assumption, is far too 
crude to allow the direct comparison with     
real experiments. Consequently, molecular-based  
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computer simulations, which provide essentially 
exact machine data for precisely defined model 
systems, have proven to be an extremely useful 
diagnostic tool.16  

One of the authors17 has investigated two 
different theoretical predictions, based on the 
fundamental-measure theory proposed by Schmidt4 
and the bridge density-functional approximation 
proposed by Zhou and Ruckenstein,18 to the 
inhomogeneous structure of PS model fluids in the 
spherical pore system. As a continuation of 
theoretical and simulation approaches along this 
direction,19 the modified density-functional theory 
(based on both the bridge density functional and 
the contact-value theorem) has been applied to the 
structural properties of PS fluids near a slit hard 
wall, and the Verlet-modified bridge function for 
one-component systems proposed by Choudhury 
and Ghosh7 has also been extended to PS fluid 
mixtures. Very recently, in addition to equilibrium 
static properties of such bounded potentials, 
simulation studies for time-dependent dynamic 
properties have been reported to add useful 
insights into the cluster formation and diffusion 
behavior of the PS model fluid.20 

There are in general two classes of computer 
simulation approaches: stochastic Monte Carlo 
(MC) and deterministic molecular dynamics (MD) 
methods. In MD calculations, the actual 
trajectories of atoms or molecules are evaluated by 
the numerical integration of Newton’s equations of 
motion, in which time-dependent transport 
properties can be determined. Up to the date, 
almost all simulations for the PS model fluid have 
been carried out using the MC method. 
Computationally, a better statistics can be achieved 
in MD simulations in system with discontinuous 
interactions. For instance, in order to calculate the 
virial route to the equation of state for hard-core 
systems, MC computations require an accurate 
estimation of the pair distribution function. In 
many cases the pair distribution function may 
change rapidly near the contact distance in the 
systems of ionic solutions, highly charged colloids, 
aligned liquid crystals, etc. Under those conditions 
the extrapolation to the contact value often lead to 
large uncertainties.21,22 For this reason, the pressure 
determined by MC calculations is known to be less 
accurate than that by MD simulations.  

The main motivation in the present work is to 
undertake the MD simulation study of 

thermodynamic and structural properties for the 
system of PS model fluids over a wide range of 
densities and repulsive energy parameters, which 
can be directly compared with various statistical 
mechanical predictions available in the literature. 
Together with existing theoretical approximations 
for the equilibrium equation of state, our 
simulation result can be used to construct a 
fundamental basis of theoretical and practical 
predictions for the equilibrium and related 
structural properties. Such simulation approaches 
at the atomic or molecular level can also be used to 
improve statistical integral-equation theories of 
liquid state, and also to help in interpreting the real 
experimental data.  

MODEL AND SIMULATIONS 

The penetrable-sphere potential is defined as a 
function of the relative distance, r, between pair 
particles i and j, 

 

where  is the diameter of the penetrable spheres, 
and  (>0) is the strength of the repulsive energy 
barrier when two PS particles penetrate each other. 
The PS interaction model reduces to the classical 
hard-sphere (HS) system when  (= ε/kT)→ 

where k is the Boltzmann constant and T is the 
temperature. This is equivalent to the zero-
temperature limit T* (= kT/ε)→ 0 . In the opposite 
high-penetrability or high-temperature limit     
(  → 0 or T* → ), the PS system becomes a 
collisionless ideal gas. In the PS system the 
overlapping penetrability allows one in principle to 
consider any value of the nominal packing fraction,  
φ ( = (π/6)ρσ3) , where ρ  ( = N/V)  is the 
particle number density, N, the number of particles, 
and V, the system volume. Note that the maximum 
packing fraction in the pure HS system is about 
0.74 from the face-centered cubic structure. 

As a successful diagnostics tool, computer 
simulations are usually employed to investigate the 
underlying static and dynamic behavior of the 
model potential system of interest. To this end, we 
have carried out microcanonical MD simulations 
for the PS model fluid in a manner similar to that 
originally proposed by Alder and Wainwright for 
hard-core systems.23 Post-collision velocities for 

(1)
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colliding pairs of PS particles were assigned 
according to the type of collisions: either hard-type 
specular reflection or soft-type refraction. In both 
collision conditions the total momentum and 
kinetic energies are conserved in the PS system. 
Interestingly, in the PS binary collision dynamics 
the particle penetration is analogous to the double 
refraction of light through a sphere made of a 
transparent material of relative refraction index 
depending on the relative collision velocity and the 
repulsive energy parameter. A more detailed 
algorithm with the schematic collision diagram is 
also described elsewhere.20,24  

The conventional periodic boundary conditions 
were applied in a cubic fundamental cell to 
approximate an infinite thermodynamic system. To 
assist the fast equilibration state in our MD 
simulations, the initial configurations with 864 
penetrable spheres were generated by randomly 
inserting PS particles with velocities drawn from 
the Maxwell-Boltzmann distribution. The initial 
configurations were aged, or equilibrated, for 
5 106 collisions before accumulating the final 
simulation results. Additional ensemble averages 
were evaluated from a total number of 5 108 
collisions. Our MD algorithm employed in this 
work has been tested in a number of ways. When 
the repulsive energy parameter was assigned to 
large values (typically, > 3) at the low-density 
regime (typically, < 0.2), the static and 
dynamic results generated from our MD 
simulations faithfully reproduced the pure HS 
system. Our resulting MD calculations for a few 
selected runs were also compared with MC 
computations reported in the literature.11 An 
excellent agreement with previous MC data for the 
thermodynamic and structural properties again 
confirmed the validity of the MD method 
employed in this work. All MD results reported 
here are scaled to dimensionless quantities by 
using a unit particle diameter , a unit particle 
mass m, and a unit thermal energy kT. 

RESULTS AND DISCUSSION 

System characteristics investigated in this work 
and MD simulation results for the reduced 

configurational energy, U/NkT, and the 
compressibility factor, Z (=PV/NkT), are presented 
in Table 1. The value in parentheses indicates the 
standard error in our MD simulations, which was 
estimated from 50 independent partial averages 
taken over the entire length in a given 
thermodynamic condition. In this table we also 
report the MD contact values of the radial 
distribution function,  and , together 
with theoretical predictions using the high-
penetrability approximation (HPA), , 
and the low-penetrability approximation (LPA), 

. 
In Fig. 1, we have displayed the reduced 

configurational energy, U/NkT, as a function of the 
packing fraction   for the PS systems. Also 
shown in this figure is the theoretical 
approximation available in the literature.7,17 The 
thermodynamic properties can be expressed in 
terms of the radial distribution function, g(r). For 
the PS system, the reduced configurational energy 
is written as 

 
 

The resulting MD value shows a good agreement 
with the theoretical predictions for the systems of 
low repulsive energy barriers ( = 0.2), whereas 
very poor agreement is observed for the systems of 
the dense systems high -values ( = 3.0) 
mainly due to the significant deteriorated structural 
effects inside the penetrable core-region. Moreover, 
in some cases of high density and high energy 
parameters (  0.6 and = 3.0), these 
approximations generate unrealistic data with the 
negative value of the radial distribution function. It 
is worthwhile noting that enforcing the fulfillment 
of zero separation theorems and thermodynamic 
consistency conditions can lead to a reasonably 
good agreement with MC simulations for the 
thermodynamics as well as the structures inside 
and outside the PS particle core.5 However, this 
requires additional parameter fittings and there is 
no guarantee to reach the global minimum for the 
residual inconsistencies.  

 
 
 

(2)
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Table 1 

System characteristics and MD simulation results for penetrable-sphere model interactions.  
The value in parentheses indicates the standard error in MD simulations over 50 independent partial averages 
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Fig. 1 – The reduced configurational energy as a function of packing fractions for the penetrable-sphere system.  

The symbols represent MD results, and the dash-dotted lines correspond to theoretical predictions in the literature7,17 for = 0.2 and 3.0. 

 
The compressibility factor, Z, of the HS system 

can be derived from the Carnahan-Starling (CS) 
equation of state with an excellent accuracy,25 

 
and, from the thermodynamic relation with the 
contact value in the radial distribution function, 
one may have 

 
In the MD computations of discontinuous 

interaction systems including HS and PS models, 
the compressibility factor can be directly 
calculated using the Clausius theorem,16 

 
where ttot is the total elapsed simulation time over 
which the sum is evaluated,  is the separation 
position vector, and  is the instantaneous 
velocity change vector between colliding pair 
particles i and j. Alternatively, with the careful 
extrapolation of the radial distribution function to 
the contact point, the compressibility factor can be 
indirectly evaluated using the virial expression,16 
and, in the PS fluid, it is written as 

 
The compressibility equation, or the equation of 

state, is often written as the simple linear 
polynomial equation in terms of the density or the 
packing fraction. Similarly, in this work the 
empirical PS compressibility approximation can be 
represented using up to the fourth order of , 

 
In Fig. 2(a) and (b), we have illustrated the 

density dependence of the compressibility factor as 
a function of the packing fraction   for the PS 
model systems. A good agreement between the two 
methods in Eqs. (5) and (6) is found for the 
systems of =0.2 and 1.0. For the dense systems 
( 0.6) with the high repulsive parameter 
( =3.0), however, noticeable differences were 
detected in MD simulations. (We will return this 
point later in this section.) As displayed in these 
figures, the MD compressibility factor linearly 
increases with increasing densities for the most 
penetrable and moderately penetrable cases of 

= 0.2 and 1.0. Such a linear trend is no more 
realistic for the least penetrable case of = 3.0 
even in the low density regime.  

(3)

(4)

(5)

(6)

(7)



1124  Viorel Chihaia et al. 

 

φ
0.0 0.2 0.4 0.6 0.8 1.0

Z

0

2

4

6

8

10
ε* = 0.2
ε* = 1.0
ε* = 3.0
Eq. (3)
Eq. (7)

0.2 0.4 0.6 0.8 1.0

HPA
LPA

(a) (b)

 
Fig. 2 – The compressibility factor as a function of packing fractions for the 
penetrable-sphere system. (a) The symbols represent MD results, and the single 
solid line and the dash-dotted lines, respectively, denote the Carnahan-Starling 
prediction in Eq. (3) for the hard-sphere fluid, and the least-square curve fitting 
data in Eq. (7) for the penetrable-sphere fluid. (b) The symbols represent MD 
results,  and  the dashed and the dash-dotted lines correspond to the high- and                     
         low-penetrability approximations, respectively. 

 
In Fig. 2(a), only in the narrow density regime 

of  0.2 for  3.0, the resulting MD data 
in the PS fluid exhibit a reasonable agreement with 
the CS equation in Eq. (3), whereas, with 
increasing densities, the CS result in the HS fluid 
strongly overestimates the MD values in the PS 
fluid at the same density. In the case of = 3.0, 
particle penetrability effects start to play a relevant 
role even in the low density regime. Under these 
conditions, more particles are forced to overlap as 
the density increases, resulting in a substantial 
decrease in the pressure relative to that of the HS 
system at the same density. Also shown in Fig. 
2(a) is the polynomial fitting equation for the PS 
fluid in Eq. (7). The resulting sets of 
( ) are (0.7246, 0.05757, -0.03788, 
0.01132), (2.537, 2.553, -2.842, 1.006), and (2.786, 
23.04, -36.26, 15.68) for  0.2, 1.0, and 3.0, 
respectively. Those empirical data fitting will be 
useful to regenerate our MD results for the PS 

compressibility equation for the comparison 
purpose with relevant theoretical equations.  

In the previous theoretical and MC simulation 
studies of the PS system by Santos and his co-
workers,11 two approximate theories were 
proposed for the compressibility factor and the 
contact value of the PS radial distribution function: 
one valid in the high-penetrability, i.e., small-  
regime, and another in the low-penetrability, i.e., 
large-  regime. We will refer to these two 
theories as the high-penetrability approximation 
(HPA) and the low-penetrability approximation 
(LPA), respectively. The detailed expressions for 
both HPA and LPA equations are available 
elsewhere.20 In a given thermodynamic condition 
of  and  employed in this work, theoretical 
predictions for the PS equation of state using HPA 
and LPA can be evaluated from Eq. (6) together 
with -values listed in the last two columns 
in Table 1.  



 Penetrable-sphere systems 1125 

 

In Fig. 2(b), both HPA and LPA 
approximations for = 0.2 agree well with MD 
compressibility data, with the agreement being 
excellent in the case of the HPA (relative 
deviations smaller than 0.1%). For = 1.0, the 
LPA performs very well, while the HPA is still 
quite good. It is remarkable that both theories, 
while being based on opposite approaches, are so 
close each other up to = 1.0 and densities as 
large as  = 1.0. For the systems of = 3.0, the 
LPA behaves reasonably well up to = 0.3, and 
the HPA, up to = 0.2. However, the 
discrepancy for the LPA is gradually amplified 
with increasing densities, and strongly 
overestimates the MD values for larger densities. 
Interestingly enough, the HPA coincidently 
exhibits a good matching with our MD result for 
the system of = 1.0 and the least penetrable 
energy of = 3.0.  

In our MD simulations, as mentioned earlier in 
this section, we found noticeable differences in the 
two compressibility expressions in Eqs. (5) and (6) 
for the systems of 0.6 and =3.0. A similar 
behavior was also detected in calculating the 
contact value of the radial distribution function. 
According to statistical mechanics, there are two 
main routes in theoretical and simulation studies to 
obtain the contact value of the radial distribution 
function: (i) directly from MC or MD simulation 
runs and (ii) indirectly from the compressibility 
equation via the virial route as represented in Eq. 
(6). In principle, except for unavoidable 
computational errors, those two methods should 
generate the same value in equilibrium stable 
liquid states.  

In Fig. 3, we have exhibited the contact value of 
the PS radial distribution function, , 
obtained from the two methods (i) and (ii). In this 
figure, the solid symbol corresponds to the direct 
method (i), and the open symbol, the indirect 
method (ii), respectively. The solid line represents 
the CS value in the HS system as given in Eq. (3). 
As can be seen in this figure, an excellent 
agreement between those two methods is observed 
over the entire density range for = 0.2, and 1.0. 

In that case of = 3.0, we observe that, up to   
 = 0.2 the MD values are very close to the HS 

contact values obtained from the CS formula. This 
agrees with what is observed in Fig. 2(a) for the 
HS compressibility factor. Nevertheless, the HS 
contact values increase rapidly as the density 
increases, while the PS values reach a maximum 
around  = 0.4 and decrease thereafter. The 
most striking feature observed in this figure is the 
separation between the MD values of  
obtained from methods (i) and (ii) with = 3.0 
and  ≥ 0.6, with the maximum relative 
deviation being of almost 30% at  = 1.0. 

In Fig. 4, we have evaluated the values of the 

ratio [g(σ +)/ g(σ-)]e
-ε∗

 by using the extrapolated 
MD data of the PS radial distribution function to 
the contact point. This ratio should take the unity 
value, except for computational errors, at any 
given density and repulsive energy parameter if the 
system is in an equilibrium stable liquid state. We 
have observed that the deviations from unity are 
less than 0.1% in the cases of = 0.2. The 
internal agreement between  and 

is also good in the case = 1.0 with a 
maximum deviation of about 5% at  = 0.9. 
Again, the least penetrable case of = 3.0 
presents a peculiar behavior. Up to  = 0.5 the 

ratio [g(σ +)/ g(σ-)]e
-ε∗

deviates from unity less 
than 8%, but thereafter it markedly increases with 

density until having [g(σ +)/ g(σ-)]e
-ε∗

  1.6 at 

 = 1.0. Consequently, this leads to the 
mismatching of the compressibility data between 
Eqs. (5) and (6). Such discrepancies, when     

= 3.0 and  ≥ 0.6, are likely due to the 
appearance of cluster-forming structures in the PS 
system,1,4 implicitly indicating that the 
configurational states reached in our MD 
simulations are not of strict thermodynamic 
equilibrium but are long-lived metastable states.  
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Fig. 3 – The contact value of the radial distribution function as a function of packing fractions for the penetrable-sphere system. 

The solid and open symbols are obtained directly from the extrapolated MD data of  and indirectly from the virial route in Eq. 
(6), respectively. The single solid line denotes the Carnahan-Starling prediction in Eq. (4) for the hard-sphere fluid. 
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Fig. 4 – The ratio of [g(σ +)/ g(σ-)]e-ε∗ by using the extrapolated MD data of  as a function of packing fractions for the 

penetrable-sphere system. The lines between symbols are only guide to the eyes. 
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CONCLUSIONS 

In the present work, as an intermediate between 
theory and experiment, computer simulations via 
the molecular dynamics method have been carried 
out to investigate the thermodynamic and structural 
properties of penetrable-sphere interaction systems 
over the wide ranges of the packing fraction, , 
and the repulsive energy parameter, . The 
resulting MD simulation data for the 
configurational energy, the compressibility factor 
and the contact value of the radial distribution 
function are used to assess the applicabilities of 
various theoretical predictions available in the 
literature including high- and low-penetrability 
approximations. A reasonable agreement between 
theoretical and simulation results is found in the 
cases of low and moderately repulsive systems 
(ε/kT ≤ 1.0). However, for the dense systems of 

≥ 0.6 with the highly repulsive energy barrier of 
ε/kT = 3.0, a poor agreement is observed due to the 
metastable static effects of cluster-forming 
structures in the phase transition state. Under these 
conditions the development of cluster formation 
significantly influences the static equilibrium 
properties as detected in the discrepancies between 
the direct MD values and the indirect virial route 
for the contact value of the radial distribution 
function. In addition to the static equilibrium 
properties of the PS fluid observed in this work, we 
are currently examining the density and repulsive 
energy dependences of time-dependent transport 
properties for the self-diffusion, the shear viscosity, 
and the thermal conductivity coefficients.  
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